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The formation of specific protein interactions plays a

crucial role in most, if not all, biological processes,

including signal transduction, cell regulation, the immune

response and others. Recent advances in our understanding

of the molecular architecture of protein–protein binding

sites, which facilitates such diversity in binding affinity

and specificity, are enabling us to address key questions.

What is the amino acid composition of binding sites?

What are interface hotspots? How are binding sites organized?

What are the differences between tight and weak interacting

complexes? How does water contribute to binding? Can the

knowledge gained be translated into protein design? And does

a universal code for binding exist, or is it the architecture and

chemistry of the interface that enable diverse but specific

binding solutions?
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Introduction
Proteins are polymers comprising 20 chemically and

structurally different building blocks (amino acids) that

fold into a highly specific tertiary structure. This com-

plexity enables proteins to interact with almost any other

type of molecule, from small organic compounds, inor-

ganic salts and metals, to sugars, fatty acids, nucleotides,

peptides and other proteins. In this review, we focus our

attention specifically on interactions between proteins.

The classification of protein–protein interactions has

received much attention in recent years, because these

interactions are central to the emerging field of systems

biology, in which various networks of associations are

mapped and their physiological role is scrutinized [1].

Proteins interact with other proteins with varying affinities,
www.sciencedirect.com
ranging from as low as millimolar to as high as femtomolar.

Despite this large difference in affinity, all protein–protein

interactions maintain a high degree of specificity for their

partners. It is now clear that many proteins interact with

multiple partners, either simultaneously or separately,

depending on availability and environment. The ability

to bind multiple partners forms the basis of network

complexity, which in turn is related to the extent of

evolution of a particular organism.

In this review, we highlight recent advances in our under-

standing of the molecular architecture of protein–protein

binding sites, which facilitates such diversity in binding in

response to biological requirements. The complexity of

the quest to find a universal code for binding is empha-

sized throughout the review.

Potential binding sites are imprinted in the
unbound protein
Is the architecture of a binding site already printed in the

unbound state of a protein? Several bioinformatics studies

have been initiated to answer this question, with the goal of

identifying the location of potential binding sites on the

unbound structure of the protein. The feasibility of such a

quest will, in itself, demonstrate that binding is a charac-

teristic of the monomer, similar to active sites in enzymes,

and thus that some locations on the protein surface can be

designated as active (‘warm’) sites for interactions.

For interactions between small molecules and proteins, it

has been found that the small molecules bind most readily

to the deepest clefts on the surface [2]. For protein–protein

interaction sites, however, the situation is more compli-

cated because the surface area involved is rather large

(700–1500 Å2 per protein) and the binding surfaces are

relatively flat [3,4]. Nevertheless, a success rate of �70%

correct prediction has been independently achieved by

several different groups [5–8]. These predictions have

been achieved by analyzing a wide range of parameters,

including solvation potential, amino acid composition,

conservation, electrostatics and hydrophobicity. No

parameters have high predictive power on their own,

but in combination they seem to be relatively successful.

Protein-binding interfaces are clearly not homogenous.

Some interface residues contribute much to binding (called

‘hotspots’), whereas many others make only a marginal

contribution [9]. Keskin et al. [10�] have suggested that

residues in hotspots are often pre-organized in the

unbound protein state, strengthening the view that much

of the surface does not accommodate binding and that

binding sites are predefined. Accordingly, we can designate
Current Opinion in Structural Biology 2007, 17:67–76
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68 Folding and binding
some areas on the protein surface as potential binding sites

and the rest of the surface as ‘cold’ with respect to binding.

Specificity of binding
Dictated by their diverse functional requirements,

proteins bind to each other with a large range of affinities

and rate constants. Nevertheless, by the definition of an

interaction, some degree of specificity is maintained in all

cases. Perhaps the best-identified family of protein–

protein interactions in terms of their specificity and

diversity are antibodies. In this family, the same frame-

work (albeit different sequence and length) of six com-

plementarity-determining regions (CDRs) binds

specifically to most other proteins, as demonstrated many

times by biologists who use antibodies to detect their

proteins of interest by western blotting on whole-cell

protein extracts. Thus, binding is not a case-specific

feature of the protein architecture, but is related to the

shape and chemistry of the binding surface.

Specificity is not less important than affinity and is pre-

sent even in weak binding protein complexes. But speci-

ficity is fragile and it can be altered even by introducing a

single point mutation. In the EphB4 receptor, for

example, Leu95 (as indicated by its substitution with

another amino acid) plays a particularly important part in

defining the structural features that confer the ligand

selectivity of EphB4 [11].

The b-lactamase inhibitor protein (BLIP) has the ability

to bind a wide range of b-lactamase proteins from differ-

ent species at the same site, but with affinities ranging

from micromolar to nanomolar [12]. Alanine scanning

analysis of residues at the BLIP interface binding to four

different b-lactamase proteins has shown that some hot-

spot locations are shared by all b-lactamase proteins,

whereas others are specific to a particular one [13]. This

variation in hotspots is not related to structural differ-

ences in the complex, but to differences in amino acid

composition among the b-lactamase proteins. Accord-

ingly, it is not surprising that a seemingly neutral

Asp104Glu mutation in SHV b-lactamase confers an

increase in binding affinity for BLIP from the micromolar

to nanomolar range, similar to the binding affinity of

TEM1 b-lactamase for BLIP [14�].

Partial sharing of hotspots has been also found for pla-

cental lactogen binding to the extracellular domain of the

human prolactin receptor [15], and for the binding of

interferon-a2 (IFN-a2) versus IFN-b to the interferon

receptor IFNA-R2 [16,17].

Knowledge of specificity-determining sites is important

in drug design because it enables the selection of one

activity over another through the same binding partners.

For example, mutagenesis and structural analyses of

the complex between bone morphogenetic protein-2
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(BMP-2) and its receptors have shown that Leu51 and

Asp53 of BMP-2 represent a hotspot of binding to the type I

receptor. A variant of BMP-2, Leu51Pro, is deficient in

type I receptor binding, although its overall structure and

its binding to type II receptors and inhibitor proteins, such

as noggin, are unchanged. Thus, the Leu51Pro substi-

tution converts BMP-2 into a receptor-inactive inhibitor

of noggin [18].

A classical example of proteins with high discriminative

specificities is the endonuclease (DNase) domains of

colicins, which bind to their specific immunity proteins

(Im2, Im7, Im8 and Im9). Comparative alanine scanning

has revealed significant differences in the amino acid

composition of the specificity-determining site — differ-

ences that contribute to cognate binding with variations

in affinity of up to ten orders of magnitude [19,20].

In the cytokine superfamily, the so-called ‘redundant

function’ describes the sharing of one or more receptor

subunits, even though sequence similarity is frequently

below 25%. For example, the ligands interleukin-4 (IL4)

and IL13 both bind to the IL13-Ra1 receptor subunit, but

each bind to a different second subunit, namely, IL13-

Rgc and IL13-Ra2, respectively. Nevertheless, their

mode of binding to the shared IL13-Ra1 receptor is very

different. Kraich et al. [21�] have suggested that the

modular architecture of this binding site permits a mech-

anism by which proteins generate binding affinity and

specificity independently within an interface formed by

several interaction clusters, facilitating a broad range of

affinities by selecting the clusters used for binding. A

similar mechanism has also been proposed by these

authors for the interaction between BMP-2 and its type

I receptor [18].

A more subtle way to dictate specificity is used by the Src

homology 3 (SH3) domain to interact with type I and type

II polyproline ligands. The structural basis for type I and

II binding specificity of SH3 domains has been found to

relate to a conserved tryptophan residue in the SH3

binding pocket that adopts two different orientations.

These orientations determine the type of ligand (I or

II) that is able to bind to the domain [22]. Thus, a

conformational change has profound effects on protein–

protein interactions, highlighting the importance of struc-

tural details for the prediction of protein–protein inter-

actions.

Amino acid composition of binding sites
How is a high degree of specificity and affinity achieved in

protein–protein interactions? In one study, Sidhu and co-

workers [23�] assessed whether the use of all 20 natural

amino acids is important to obtain tight and specific

binding. They derived an antigen-binding fragment,

Fab-YADS2, that recognizes vascular endothelial growth

factor (VEGF) from a library in which the diversity is
www.sciencedirect.com



Protein–protein interface architecture Reichmann et al. 69
restricted to four amino acids (tyrosine, serine, alanine

and aspartate). The structure of the Fab–antigen complex

revealed that the structural paratope is dominated by

sidechains of tyrosines, which account for 11 of the 15

functionally important residues. Isothermal titration

calorimetry and cell-based assays showed that restricted

chemical diversity does not limit the affinity or specificity

of Fab-YADS2 relative to natural antibodies [23�]. The

abundance of tyrosine in the interface is not necessarily

surprising, because tyrosine has been found to be the

most common amino acid in binding sites in general [4,5].

In a second study, Sidhu and co-workers [24��] went on to

assess the extent of exchangeability of amino acids at

the binding site. This is a rather unusual approach, because

mutational analysis is most often restricted to alanine

substitution, which does not provide a comprehensive view

of the allowed amino acid space at any specific position.

Using the complex between human growth hormone

(hGH) and its receptor (hGHR) as their experimental

platform, they introduced any one of the 20 natural amino

acids at all 35 interface positions by implementing the

shotgun approach, in which binding affinity is related to the

abundance of specific sequences after limited rounds of

panning. The reliability of this technique has been verified

by in vitro affinity measurements of selected mutants [25].

The results of this study are rather surprising. First, Sidhu

and co-workers [24��] verified that, from a structural point

of view, the interface was highly adaptable to mutations.

Functionally (with function determined as binding), the

interface was also adaptable to mutations, but counter-

intuitively the tolerated mutations were neither chemically

nor evolutionarily conserved. In fact, neither chemical nor

evolutionary conservation was a good indicator of allowed

mutations, which seemed to be very context dependent.

Whereas some of the alanine scanning hotspot positions

showed high specificity against substitution, others did not,

and some highly specific positions were not hotspots at all.

Negative specificity was rare, however, arguing against the

hypothesis that negative specificity is required for species

specificity.

Hotspots within the protein–protein binding
site
Clackson and Wells [9] introduced the concept of binding

hotspots with their basic observation that most of the

binding energy is contributed by a only few residues,

which in turn are surrounded by supporting interactions

of lesser importance. This work has been extended to

other systems by Bogan and Thorn [26], who, using a

bioinformatics approach, found that hotspots are sur-

rounded by energetically less important residues that

most probably serve to occlude bulk solvent from the

hotspots. Occlusion of solvent has been found to be a

necessary condition for highly energetic interactions;

however, not all binding interfaces seem to have hotspots.

In a recent study, Roisman et al. [27] dissected, using
www.sciencedirect.com
alanine mutagenesis, the binding site of IFN-a2 with its

receptor IFNA-R1 (dissociation constant, Kd = 1.5 mM).

None of the �30 mutations probed reduced binding by

more than fivefold. Interestingly, three of the nine alanine

mutations mapped to the binding site caused an increase

in binding affinity. Overlaying the 13 different IFN-a2

sequences showed that these three residues (histidine,

glutamate, glutamine) are conserved throughout this

family, which suggests that weak binding of IFN-a2 to

IFNA-R1 is functionally important. The only tight bind-

ing interferon is IFN-b, which is known to posses unique

cellular activities [27,28�].

An absence of hotspots has also been found in the binding

of protein L to the immunoglobulin-k light chain. Svens-

son et al. [29] suggest that the low abundance of hotspots

within this nanomolar affinity binding complex is due to

the large number of mainchain interactions present

between the proteins. This explanation might also be

applicable to interferon, because mutational analysis of

IFNA-R1 did identify hotspots of binding to interferon.

In analyzing the composition and nature of binding hot-

spots, one should be cautious of indirect effects of

mutations, for example, structural perturbations in the

monomer that might affect binding. This is not an easy

task. For the binding of monoclonal antibody mAb4E11

to gpE of the DEN1 virus, Bedouelle et al. [30] compared

the change in free energy of binding upon mutation with

the probabilities of the residues in the CDRs to form

topological contacts with an antigen — contacts that have

been intensively studied in past years [31,32]. This study

was done to investigate whether large changes in binding

affinity are due to direct effects on the interface or might

be attributed to conformational changes in the antibody

[30]. In most cases, however, this issue remains unre-

solved, and can lead to considerable inconsistencies

between computational and experimental results.

Binding sites can be viewed as an assembly of
individual modules
Single-point mutation analysis and its potential indirect

effects on binding, such as structural perturbations, raise

the following question: is a protein–protein binding site

simply a conglomerate of multiple interacting residues,

whereby the affinity is dictated by the number of opti-

mized pairwise interactions, or are the interactions highly

cooperative?

To answer this question, we have constructed contact maps

of the protein–protein interface in the complex between

TEM1 and BLIP, and compared them to their respective

structural maps (Figure 1a–c). A contact map is built from

the physical interactions between the proteins, such as

hydrogen bonds, van der Waals interactions and so on. The

map shows that the TEM1–BLIP complex can be divided

into six individual clusters: each cluster comprises several
Current Opinion in Structural Biology 2007, 17:67–76



70 Folding and binding

Figure 1

Three different views of the protein–protein interaction between TEM1 and its inhibitor, BLIP. (a) Connectivity map of the TEM1–BLIP complex,

with TEM1 and BLIP residues being nodes in the graph (red squares and blue circles, respectively). Edges are colored in line with their cluster.

Three interaction types are shown in the map: sidechain–sidechain (solid lines), backbone–sidechain (dotted lines with the arrow pointing towards

Current Opinion in Structural Biology 2007, 17:67–76 www.sciencedirect.com
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closely interacting residues, with only few interactions

being present between the clusters (Figure 1a) [33��].
The change in binding free energy of mutations located

on different clusters is found to be additive, whereas

mutations within the same cluster cause complex energetic

and structural consequences (Figure 1d,e). As a result,

deleting complete clusters from the interface causes struc-

tural and energetic consequences that are smaller than

expected compared with the additive values of the single

mutations constituting the clusters [33��].

Constructing interaction maps of many other complexes

has shown that this modular architecture is a general design

criterion of binding sites. Moreover, it seems that large,

highly evolved clusters can result in tight binding inter-

faces. By contrast, weak interfaces seem to be characterized

by a low-complexity interaction map. This view is sup-

ported by bioinformatics analyses of hotspot residues per-

formed by the groups of Nussinov [10�] and Vishveshware

[34], who propose that hotspots are located in densely

packed ‘hot regions’. Within these regions, the hotspots

form networks of interactions, contributing cooperatively

to the stability of the complex. The contributions of

separate, independent hot regions are, however, additive.

Because hotspot residues are also conserved by evolution,

proteins that bind multiple partners at the same sites are

expected to use all or some combination of these regions

[35]. Furthermore, strong and weak interfaces are ident-

ified on the basis of the interaction strength between

amino acid residues and the sizes of the interface clusters.

The interface strengths evaluated on the basis of the

interface clusters and hubs also correlate well with exper-

imentally determined dissociation constants of known

complexes [34].

The modularity of binding sites suggests a roughness of the

energy landscape of the interaction surface. Indeed, this

roughness has been measured by single-molecule dynamic

force spectroscopy for a complex consisting of the small

GTPase Ran protein and the nuclear transport receptor

importin-b. These measurements indicate a bumpy

energy surface, which is consistent with the ability of

importin-b to accommodate multiple conformations and

to interact with different, structurally distinct ligands [36�].

A key challenge in studying proteins is their diversity.

Whereas a simple modular architecture is found for some

interfaces, long-range cooperative effects have been

detected for others. Binding of the variable domain of
(Figure 1 Legend Continued) the backbone) and interactions of both sidec

residues (solid lines with arrows pointing to the backbone donor atom). (b)

BLIP is shown as a transparent surface. (c) Same view as in (b), but the residu

mutagenesis of the respective residues to alanine. Red represents hotspots

blue represents inert mutations and green represents residues for which no

binding between mutations of TEM1 and BLIP (d) within or (e) between the s

and is plotted against the experimentally determined values of the double m
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the T-cell receptor to a bacterial superantigen, for

example, has been shown to involve cooperative binding

energies between distinct hot regions that are separated

by more than 20 Å [37��]. The propagation of these

cooperative effects through a dynamic structural network

is a complex evolutionary phenomenon reminiscent of

the allosteric effects in enzymes. By contrast, the simple

additivity found between remote hotspots in the TEM1–

BLIP complex can be viewed as the typical mechanism.

Long-range cooperativity can be predicted by statistical

coupling analysis pioneered by the group of Ranganathan

[38]. Using this method, these authors have identified a

network of energetically coupled residues that link the

functional surfaces of nuclear receptor ligand-binding

domains, facilitating long-range cooperativity between

the residues.

Are multiple mutations located on one side of a protein

interface additive? Using the shotgun method to monitor

intracooperativity between hGH and its receptor, hGHR,

or between the Nogo receptor and Nogo, has demon-

strated that binding site residues located on one chain are

essentially additive towards other residues on the same

chain [39,40]. This arrangement contrasts with the inter-

faces between TEM1 and BLIP, or between the mono-

clonal antibody mAb4E11 and gpE of the DEN1 virus, for

which cooperativity among residues on the same protein

chain has been detected [31,33��].

Enthalpic and entropic effects on binding
Thorough thermodynamic analysis of binding complexes

has held much hope for providing a more detailed under-

standing of the binding process and the reasons under-

lying the architecture of binding sites. Time after time,

however, the results of such studies point to the disap-

pointing conclusion that large enthalpy–entropy compen-

sations dominate binding [41]. Indeed, this has been

found for 16 different interactions measured between

cognate and non-cognate partners in colicin–immunopro-

tein complexes [19], Ras–effector interactions [42] and

the complex between ankyrin and the transcription factor

GABP [43].

It seems that the changes in enthalpies and entropies

introduced by mutations are much larger than the overall

differences in free energy. As a result, the predicted

change in free energy upon mutation can be calculated

with higher precision by using software such as FOLD-X

[44] than by evaluating the enthalpic and entropic effects

of the same mutations.
hain–sidechain and backbone–sidechain between the same pair of

Structural view of the connectivity map in (a). Color coding as in (a);

es are colored according to their contribution to binding, as measured by

(>2 kcal/mol), orange represents intermediate binders (0.5–2 kcal/mol),

data are available. (d,e) The degree of additivity of free energy of

ix clusters shown in (a). Additive DDG is defined as DDGmut1 + DDGmut2,

utant (DDGmut1,mut2).
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The dynamic nature of protein binding sites
Structural rearrangements of the unbound proteins are

often observed to be part of the binding process. Some-

times these changes involve only small movements of

loop regions and sidechain rearrangements, but signifi-

cant backbone movements are observed in some proteins.

A computational study of several complexes undergoing

structural rearrangement on binding has suggested that

the motions calculated for the monomer correlate with

the experimentally observed structural changes that occur

on binding. This emphasizes the pre-existing equilibrium

of different conformations as a selection mechanism for

protein–protein interactions [45�,46�].

Greater flexibility of the protein monomer might be

related to higher free energy [47], which in turn might

be relevant to understanding the binding mechanism of

partially unfolded proteins that gain structure during

binding — a subject of increasing popularity in recent

years. A good example of how the affinity of a complex is

increased by increasing the disorder of the unbound state

has been demonstrated for a multiple hGH mutant

selected by phage display to bind hGHR with a 400-fold

higher affinity. This affinity is far higher than that pro-

moting optimal function [48], which suggests that com-

plexation of the extracellular domains is not the only

factor dictating signal transduction [49�]. Analysis of the

binding mechanism of this multiple mutant shows that

much of the increased binding is due to weakening of the

intraprotein interactions, particularly those of helix-1 in

the unbound state. On complexation, hydrogen-deuter-

ium exchange studies have shown that helix-1 is gaining

back the lost stability of the unbound state [50��]. Horn

et al. [50��] suggest that the increased binding energy of

the hGH multiple mutant can be attributed to an increase

in free energy of the unbound state and not to a reduced

absolute energy of the bound state.

Low-affinity protein complexes
Effectors of Ras and Rap constitute a large family of

proteins that have low sequence and structural homology,

but bind to the same Ras or Rap epitope. The specific

interactions in this family are characterized by strong

charge complementarity and low binding affinity, result-

ing from fast rates of association and dissociation. These

fast rate constants are seemingly important for proper

signal transduction, because they are conserved through-

out the family of Ras and Rap effector interactions [51].

Thus, it might not be surprising that changing the elec-

trostatic surface potential of the effectors does alter the

specificity of interactions [51,52].

Ras–effector interactions belong to a group of protein

complexes that have evolved to bind weakly. The same

phenomenon has been documented for the binding of

some cytokines to their receptors [27] and for electron

transfer protein complexes [53]. Whereas strong electro-
Current Opinion in Structural Biology 2007, 17:67–76
static complementarity dominates both Ras/Rap–effector

and electron transfer protein interactions, the same elec-

trostatic characteristics are also present in some of the

tightest known protein–protein interactions, such as those

between RNase A and ribonuclease inhibitor, between

barnase and barstar, and between immunoproteins and

DNase [20,54,55]. Moreover, weak binding is not an

intrinsic property of an interaction, but can be changed

by mutagenesis.

The best-characterized complexes evolving from weak

to tight binding are found in the immune system, either

between antibodies and protein antigens, or between T-

cell receptors and their ligands. In a recent study of the

maturation of the Vb domain of the murine T-cell

receptor binding to the superantigen staphylococcal

enterotoxin C3 (SEC3), an increase in affinity of 1500-

fold was measured. A detailed structural and energetic

analysis of the changes that occur during this process has

shown that the devil is in the detail: several small

perturbations in structure, hydrogen bonding, buried

surface area, shape complementarity and cooperativity

each have an effect on binding, resulting in a large

change overall [56�]. Essentially, this is what the struc-

ture–function relationship is all about: in other words,

many exact details come together into one. This possibly

represents one of the main difficulties in energy

simulations: we lack a detailed, high-resolution under-

standing of the forces governing interactions, which

are further complicated by the non-additivity of many

interactions.

Another interesting example of weak binding evolving to

tight binding is provided by a comparison of the TEM1

and SHV-1 b-lactamases binding to BLIP. The differ-

ence in affinity is 1000-fold; however, a single, seemingly

conserved mutation in SHV (Asp104Glu) increases the

binding affinity of SHV to almost the value measured for

TEM1 [14�]. Similarly, the weak affinity between IFNA-

R1 and IFN-a2 (Kd = 1.5 mM) can be increased by 50-fold

(Kd = 30 nM) through the introduction of three single

mutations. These mutations do not change the basic

architecture of the binding site, but add other specific

interactions [27,28�]. Thus, it seems that, at least in some

cases, the difference between tight and weak binding

might be quantitative and not qualitative in nature.

The role of interface water in binding
The function of water in protein interfaces has been

reviewed recently [57]. Lawrence and Colman [58] pre-

viously noted in 1993 that, on average, 30% of an interface

is filled with water molecules that bridge the two binding

partners. More recently, Rodier et al. [59] compared the

water content of crystal packing with that of specific

protein–protein interactions. They found that interfaces

resulting from crystal packing are more hydrated than

those in specific homo- and hetero-complexes.
www.sciencedirect.com
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In specific protein–protein interactions, water molecules

often form a ring around the center of the interface that

remains ‘dry’. Interestingly, the hydration of weak protein–

protein interactions, such as those between energy transfer

partners, is reminiscent of crystal packing [60]. Water

molecules at interfaces form hydrogen bonds with protein

groups, and have a preference for the mainchain carbonyl

and the charged sidechains of glutamate, aspartate and

arginine. Water-mediated polar interactions are as abun-

dant at interfaces as direct protein–protein hydrogen bonds

and might contribute to the stability of the assembly

[59,61]. Hotspot residues tend to be located in dry areas

of the interface, suggesting that the contribution of water to

binding might be small. However, the HINT forcefield (a

non-Newtonian forcefield based on experimentally deter-

mined log Poctonal/water values) suggests that interface

water molecules make a significant contribution to the

stability of a complex [62]. In a very recent study on the

energetics of water-mediated hydrogen bonds, determined

using double-mutant cycles, we have measured a neutral

effect of these interactions on protein–protein binding

(G Schreiber et al.., unpublished). Thus, the contribution

of water to binding remains under debate.

Engineering and design
One of the main goals in studying protein–protein inter-

faces is to generate methods facilitating the recognition and

engineering of protein complexes. Because binding forms a

basis for all living processes, the ability to engineer inter-

actions will open up endless possibilities to interfere with

these processes, both for the sake of knowledge and to cure

diseases. Today, the protein engineer can choose to use

either a rational, computer-based design or the selection of

good binders from large libraries of different compounds

and/or mutants. Although computer-based design is con-

ceptually more satisfying because it tests our understand-

ing of the process, selection methods are the way forward if

we want to achieve successful results.

Antibodies are most often used to generate new binding

functions; over the years, however, other systems have

been developed to serve as scaffolds for the design. This

issue has been recently reviewed [63�] and thus is not

discussed here. What can be learned from the various

selection methods is that, first, it is not that difficult to

achieve nanomolar affinity using a good scaffold, a large

library and a good selection method; and, second, many of

the scaffolds used are proteins that naturally bind to various

different target proteins, such as SH2 and SH3 domains,

PTZ domains, T-cell receptors, antibodies and some

repeat proteins, which have been recently found to be

part of an adaptive immune response in vertebrates and

plants [63�].

To generate or alter binding sites through rational design

is a much more complex task. So far, there is no example

of a binding site that has been designed from scratch to
www.sciencedirect.com
achieve reasonable affinity. In several cases, however,

tighter binding or new specificities for binding have been

successfully achieved [14�,52,64�,65]. Solving the X-ray

structures of these designed interfaces teaches us that

some design features are implemented as predicted, but

others are not [65]. Thus, the main problem in the design

of new interfaces might be our inability to produce high-

resolution models, particularly if backbone movements

are involved. This problem, coupled with the approxi-

mated nature of our energy functions in predicting even a

relatively simple task (such as mutation to alanine)

[44,66,67], suggests that the path to the routine design

of new binding interfaces might still be long.

Conclusions
After many years of intense scrutiny of the composition

and architecture of protein–protein binding sites, we still

do not fully appreciate their complexity and how proteins

are able to fulfill the requirements of specificity and

affinity of binding. In our view, there is no universal

track to achieve this. On the contrary, it seems that

different proteins adopt various solutions to this problem.

In this sense, the problem is even more complex than

protein folding, in which the formation of a hydrophobic

core with polar groups ordered on the surface presents the

basic constraint governing protein structure.

Much of the complexity of protein–protein interactions

stems from the requirement of these proteins to be stable

in both their unbound and bound state, to not aggregate

and to maintain a high degree of specificity for second-

order reacting molecules at low cellular concentrations.

To fulfill these requirements, specific polar interactions

(hydrogen bonds, salt bridges) have to be formed. These

interactions require a high degree of surface complemen-

tarily and precision in binding site docking. The complex-

ity of this process is enhanced by the shape of the

interacting surfaces, which is at least partly pre-defined

in the monomer structures.

On the up-side, protein–protein interactions are more

additive in nature than the process of protein folding

(where the protein is either folded or not). Proteins can

interact weakly (down to millimolar affinities) or tightly

(up to femtomolar affinities), and the difference in the

range between the two extremes is more quantitative

than qualitative. In other words, affinities can be changed

(through mutagenesis) by many orders of magnitude

without changing the basic structure of the interface.

Thus, achieving good binding is a meter of evolution

and not revolution. This observation gives hope to the

protein engineer, because higher affinity always seems to

be achievable.
Acknowledgements
This work was funded by MINERVA (grant 8525) and the Israeli Ministry
of Science and Technology (grant 0263).
Current Opinion in Structural Biology 2007, 17:67–76



74 Folding and binding
References and recommended reading
Papers of particular interest, published within the annual period of
review, have been highlighted as:

� of special interest
�� of outstanding interest

1. Cusick ME, Klitgord N, Vidal M, Hill DE: Interactome: gateway
into systems biology. Hum Mol Genet 2005, 14:R171-R181.

2. Vajda S, Guarnieri F: Characterization of protein–ligand
interaction sites using experimental and computational
methods. Curr Opin Drug Discov Devel 2006, 9:354-362.

3. Bahadur RP, Chakrabarti P, Rodier F, Janin J: A dissection
of specific and non-specific protein–protein interfaces.
J Mol Biol 2004, 336:943-955.

4. Nooren IM, Thornton JM: Structural characterisation and
functional significance of transient protein–protein
interactions. J Mol Biol 2003, 325:991-1018.

5. Neuvirth H, Raz R, Schreiber G: ProMate: a structure based
prediction program to identify the location of protein–protein
binding sites. J Mol Biol 2004, 338:181-199.

6. Caffrey DR, Somaroo S, Hughes JD, Mintseris J, Huang ES:
Are protein–protein interfaces more conserved in sequence
than the rest of the protein surface? Protein Sci 2004, 13:190-202.

7. Bordner AJ, Abagyan R: Statistical analysis and prediction
of protein–protein interfaces. Proteins 2005, 60:353-366.

8. Zhou HX, Shan Y: Prediction of protein interaction sites from
sequence profile and residue neighbor list. Proteins 2001,
44:336-343.

9. Clackson T, Wells JA: A hot spot of binding energy in a
hormone–receptor interface. Science 1995, 267:383-386.

10.
�

Keskin O, Ma B, Rogale K, Gunasekaran K, Nussinov R:
Protein–protein interactions: organization, cooperativity and
mapping in a bottom-up systems biology approach.
Phys Biol 2005, 2:S24-S35.

In this paper, the authors show that hotspot clusters are within densely
packed hot regions, where they form networks of interactions contribut-
ing cooperatively to the stability of the complex. The contributions of
separate, independent hot regions are, however, additive.

11. Chrencik JE, Brooun A, Kraus ML, Recht MI, Kolatkar AR, Han GW,
Seifert JM, Widmer H, Auer M, Kuhn P: Structural and
biophysical characterization of the EPHB4–EPHRINB2 protein
protein interaction and receptor specificity. J Biol Chem 2006,
281:28182-28185.

12. Strynadka NC, Jensen SE, Alzari PM, James MN: A potent new
mode of b-lactamase inhibition revealed by the 1.7 Å X-ray
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